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Shared Task : i . =0 | "Iterated TF-IDF" improved (qv) New Task on Existing Dataset

Q: Which of the following is an example of an organism
A Rank explanation sentences for taking in nutrients?

A Previous tasks focussed on precision
A But this penalised the 'bigger picture'
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A Tried a number of BERT-like models
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Ideas : human girl’ ?r?r?&?:;g:\str?i:\atkhees kind of fruit” A Initial retrieval tuned to return a 'manageable’ A Ensembling idea borrowed from 2020

A Hyper-opt. BM25 incremental ranking mans arellvmg orm of food” “fruits are foods” list of initial guesses, with high recall

A Expert relevancy regression target organisms’ \ | Negative Results :

. Simple Wiktionat 4th Grade Stuty-&suide SimpleRTionary Retrieval Model | Oracle NDCG
A Ensemble consistent output format o od Tack th TF-IDF 0.7547 A Two-stage representation:
Shared Task this Year: [-BM25-base 0.8941
_ A Relevant-or-not & Relevance Score

Results / Leaderboard Score : A Rank ~9000 explanation sentences to [-BM25 0.9378 A Negative Sampling:

A NDCG score : 0.7705 (ranked #2) match '‘expert relevancy ratings' Table 2: Oracle NDCG score on WorldTree V2 dataset A Address zero-relevance imbalance

Key References Pipeline 2 : LM Regression Pipeline 3 : Ensembling L

Future directions :

A "TextGraphs 2020 Shared Task on Multi- Model Predicts Expert Relevance Score : Results from different models Combined : A Again ‘large language models’ win!
Hop Interence for Explanation A Add a regression head to Transformer A Initially, sophisticated methods of ensembling A Slmple. metric changés can lead to
Rzegzegeratlon - Jansen and Ustalov model and train on retrieved data were attempted very different modelling approaches
( ) . A Hope task returns to "reasoning" roots

[ Question & C A ] 0.7580 A Best results were from nailve
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shared task : : -interleave
transformer for multi-hop explanation >BERT trained to predict numerical relevance COde & ContaCt
ranking" - Chia et al. (2020) : : _

[ Each Sample Explanation h] Y S TNDCE e NDEG Source code is on GitHub, see:

A "lLearning to rank using gradient < Baseline TF-IDF 0.5130 0.5010 A http://RedDragon.ai/research

descent" - Burges et al. (2005) [-BM25-base 0.6669 n/a
Language Model | Dev NDCG [-BM25 0.6785 0.6583 Contact:
' . L PR Distil BERT 0.7353 [-BM25 + BERT 0.7679 0.7580 Tt |

A "BERT: Pre-training of deep bidirectional BERT 0.7679 [-BM25 + BERT ensemble 0.7801 0.7675 martin@RedDragon.ai
transformers for language SciBERT 0.7541 [-BM25 + BERT + SciBERT ensemble 0.7836 0.7705 +65 8585 1750

understanding"” - Devlin et al. (2019)
Table 3: Language model comparison Table 1: NDCG score comparison as evaluated locally and on the leaderboard http ://RedDra gon. al



